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Abstract of a delay-bandwidth product) that were full much of the
time; this would significantly increase the average delay

This paper presents Random Early Detection (RED) gajigthe network. Therefore, with increasingly high-speed
ways for congestion avoidance in packet-switched neletworks, it is increasingly important to have mechanisms
works. The gateway detects incipient congestion by cofhat keep throughput high but average queue sizes low.
puting the average queue size. The gateway could notify |n the absence of explicit feedback from the gateway,
connections of congestion either by dropping packets giere are a number of mechanisms that have been pro-
riving at the gateway or by setting a bit in packet headefsased for transport-layer protocols to maintain high through-
When the average queue size exceeds a preset threshgigland low delay in the network. Some of these proposed
the gateway drops anarkseach arriving packet with amechanisms are designed to work with current gateways
certain probability, where the exact probability is a fungi5, 23, 31, 33, 34], while other mechanisms are cou-
tion of the average queue size. pled with gateway scheduling algorithms that require per-

RED gateways keep the average queue size low Whilshnection state in the gateway [20, 22]. In the absence of
allowing occasional bursts of packets in the queue. Duriagplicit feedback from the gateway, transport-layer proto-
congestion, the probability that the gateway notifies a paeils could infer congestion from the estimated bottleneck
ticular connection to reduce its window is roughly propogervice time, from changes in throughput, from changes
tional to that connection’s share of the bandwidth throughend-to-end delay, as well as from packet drops or other
the gateway. RED gateways are designed to accompamyegthods. Nevertheless, the view of an individual connec-
transport-layer congestion control protocol such as TGRn is limited by the timescales of the connection, the
The RED gateway has no bias against bursty traffic afigffic pattern of the connection, the lack of knowledge
avoids the global synchronization of many connectiogsthe number of congested gateways, the possibilities of
decreasing their window at the same time. Simulations@uting changes, as well as by other difficulties in distin-
a TCP/IP network are used to illustrate the performanggishing propagation delay from persistent queueing de-
of RED gateways. lay.

The most effective detection of congestion can occur
in the gateway itself. The gateway can reliably distin-
guish between propagation delay and persistent queueing

In high-speed networks with connections with large dela%elay' Only the gateway has a unified view of the gueue-

bandwidth products. ateways are likelv to be desi n. g behavior over time; the perspective of individual con-
: products, 9 yS y 9N&8ctions is limited by the packet arrival patterns for those
with correspondingly large maximum queues to accom

. . onnections. In addition, a gateway is shared by many ac-
modate transient congestion. In the current Internet, the 9 y M y

X iVe connections with a wide range of roundtrip times, tol-
TCP transport protocol detects congestion only afterap ‘Iai 9 P

. ar r%es of delay, throughput requirements, etc.; decisions
has been_dropped atthe gateway. Howevef’ itwould cle [&ut the duration and magnitude of transient congestion
be undesirable to have large queues (possibly on the or.

e allowed at the gateway are best made by the gateway
*This work was supported by the Director, Office of Energy Rdtself.
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the gateway, and of notifying connections of incipient conritical to avoid this global synchronization.
gestion, is based of the assumption that it will continue RED gateways can be useful in gateways with a range
to be useful to have queues at the gateway where trafpacket-scheduling and packet-dropping algorithms. For
fic from a number of connections is multiplexed togethexample, RED congestion control mechanisms could be
with FIFO scheduling. Not only is FIFO scheduling usémplemented in gateways with drop preference, where pack-
ful for sharing delay among connections, reducing delays are marked as either “essential” or “optional”, and “op-
for a particular connection during its periods of burstinesiznal” packets are dropped first when the queue exceeds a
[4], but it scales well and is easy to implement efficientlgertain size. Similarly, for a gateway with separate queues
In an alternate approach, some congestion control mefdr-realtime and non-realtime traffic, for example, RED
anisms that use variants of Fair Queueing [20] or hop-byengestion control mechanisms could be applied to the
hop flow control schemes [22] propose that the gatewgyeue for one of these traffic classes.
scheduling algorithm make use of per-connection state for The RED congestion control mechanisms monitor the
every active connection. We would suggest instead tlaaterage queue size for each output queue, and, using ran-
per-connection gateway mechanisms should be aegd domization, choose connections to notify of that conges-
in those circumstances where gateway scheduling mecdti@a. Transient congestion is accommodated by a tem-
nisms without per-connection mechanisms are clearly erary increase in the queue. Longer-lived congestion is
adequate. reflected by an increase in the computed average queue
The DECDbit congestion avoidance scheme [18], dgize, and results in randomized feedback to some of the
scribed later in this paper, is an early example of cooennections to decrease their windows. The probability
gestion detection at the gateway; DECbit gateways gitreat a connection is notified of congestion is proportional
explicit feedback when the average queue size exceeds that connection’s share of the throughput through the
certain threshold. This paper proposes a different cayateway.
gestion avoidance mechanism at the gateway, RED (Ran-Gateways that detect congestion before the queue over-
dom Early Detection) gateways, with somewhat differefibws are not limited to packet drops as the method for
methods for detecting congestion and for choosing whiabtifying connections of congestion. RED gateways can
connections to notify of this congestion. marka packet by dropping it at the gateway or by setting
While the principles behind RED gateways are fairlg bit in the packet header, depending on the transport pro-
general, and RED gateways can be useful in controllitmcol. When the average queue size exceeds a maximum
the average queue size even in a network where the trahseshold, the RED gateway marks every packet that ar-
port protocol can not be trusted to be cooperative, REDes at the gateway. If RED gateways mark packets by
gateways are intended for a network where the transpdroppingthem, rather than by setting a bit in the packet
protocol responds to congestion indications from the néteader, when the average queue size exceeds the maxi-
work. The gateway congestion control mechanism in REBum threshold, then the RED gateway controls the aver-
gateways simplifies the congestion control job required afle queue size even in the absence of a cooperating trans-
the transport protocol, and should be applicable to transport-protocol.
layer congestion control mechanisms other than the cur- One advantage of a gateway congestion control mech-
rent version of TCP, including protocols with rate-baseghism that works with current transport protocols, and that
rather than window-based flow control. does not require that all gateways in the internet use the
However, some aspects of RED gateways are specfine gateway congestion control mechanism, is that it
cally targeted to TCP/IP networks. The RED gateway @®uld be deployed gradually in the current Internet. RED
designed for a network where a single marked or droppgdteways are a simple mechanism for congestion avoid-
packet is sufficient to signal the presence of congestiance that could be implemented gradually in current TCP/IP
to the transport-layer protocol. This is different from thaetworks with no changes to transport protocols.
DECDbit congestion control scheme, where the transport- Section 2 discusses previous research on Early Ran-
layer protocol computes thigaction of arriving packets dom Drop gateways and other congestion avoidance gate-
that have the congestion indication bit set. ways. Section 3 outlines design guidelines for RED gate-
In addition, the emphasis on avoiding the global symrays. Section 4 presents the RED gateway algorithm, and
chronization that results from many connections reducigction 5 describes simple simulations. Section 6 dis-
their windows at the same time is particularly relevantinausses in detail the parameters used in calculating the av-
network with 4.3-Tahoe BSD TCP [14], where each coerage queue size, and Section 7 discusses the algorithm
nection goes through Slow-Start, reducing the window tsed in calculating the packet-marking probability.
one, in response to a dropped packet. In the DECbit con- Section 8 examines the performance of RED gateways,
gestion control scheme, for example, where each connieciuding the robustness of RED gateways for a range
tion’s response to congestion is less severe, it is also lesdraffic and for a range of parameter values. Simula-



tions in Section 9 demonstrate, among other things, thdl then the gateway drops each arriving packet with prob-
RED gateway's lack of bias against bursty traffic. Seability 0.02. Zhang [36] shows that this version of Early
tion 10 describes how RED gateways can be used to id&andom Drop gateways was not successful in controlling
tify those users that are using a large fraction of the bandisbehaving users. In these simulations, with both Ran-
width through a congested gateway. Section 11 discusdes1 Drop and Early Random Drop gateways, the mis-
methods for efficiently implementing RED gateways. Selsehaving users received roughly 75% higher throughput
tion 12 gives conclusions and describes areas for futtinran the users implementing standard 4.3 BSD TCP.
work. The Gateway Congestion Control Survey [21] consid-
ers the versions of Early Random Drop described above.

. . . , The survey cites the results in which the Early Random
2 Previous work on congestlon aV0|dDrop gateway is unsuccessful in controlling misbehaving

ance gateways users [36]. As mentioned in [32], Early Random Drop
gateways are not expected to solve all of the problems
2.1 Early Random Drop gateways of unequal throughput given connections with different

roundtrip times and multiple congested gateways. In [21],

Several researchers have studied Early Random Drop gafe-goals of Early Random Drop gateways for congestion
ways as a method for providing congestion avoidanceabidance are described as “uniform, dynamic treatment
the gateway. of users (streams/flows), of low overhead, and of good

Hashem [11] discusses some of the shortcomingssghling characteristics in large and loaded networks”. It is
Random Drop and Drop Tail gateways, and briefly in{eft as an open question whether or not these goals can be
vestigates Early Random Drop gateways. In the implgehieved.
mentation of Early Random Drop gateways in [11], if the
gueue length exceeds a certdiop leve] then the gate- 22 Other approaches to gateway mechanisms
way drops each packet arriving at the gateway with a fixed ) .
drop probability This is discussed as a rough initial im- for congestion avoidance

plementation. Hashem [11] stresses that in future implearly descriptions of IP Source Quench messages sug-
mentations the drop level and the drop probability shoust that gateways could send Source Quench messages
be adjusted dynamically, depending on network traffic. to source hosts before the buffer space at the gateway
Hashem [11] points out that with Drop Tail gatewaygeaches capacity [26], and before packets have to be dropped
each congestion period introduces global synchronizatigithe gateway. One proposal [27] suggests that the gate-
in the network. When the queue overflows, packets gy send Source Quench messages when the queue size
often dropped from several connections, and these c@Rceeds a certain threshold, and outlines a possible method
nections decrease their windows at the same time. Thg flow control at the source hosts in response to these
results in a loss of throughput at the gateway. The papgéssages. The proposal also suggests that when the gate-
shows that Early Random Drop gateways have a broadgfy queue size approaches the maximum level the gate-
view of traffic distribution than do DI’Op Tail or RandorTWay could discard arriving packets other than ICMP pack_
Drop gateways and reduce global synchronization. Thg.
paper suggests that because of this broader view of traf- The DECbit congestion avoidance scheme, a binary
fic distribution, Early Random Drop gateways have a bgkedback scheme for congestion avoidance, is described
ter chance than Drop Tail gateways of targeting aggreg{29. in the DEChbit scheme the gateway usesagestion-
sive users. The conclusions in [11] are that Early Randgagiicationbit in packet headers to provide feedback about
Drop gateways deserve further investigation. congestion in the network. When a packet arrives at the
For the version of Early Random Drop gateways useg@teway, the gateway calculates the average queue length
in the simulations in [36], if the qgueue is more than h t)r the last (busy + |d|e) period p|us the current busy pe-
1Jacobson [14] proposed gateways to monitor the averages e rIOd.. (The gateway iusywhen it is transmitting packets,
to detect incipient congestion, and to randomly drop packéten con- andidle otherwise.) When the average queue length ex-

gestion is detected. These proposed gateways are a premutiseEarly ceeds one, then the gateway sets the congestion-indication

Random Drop gateways that have been studied by severalrauftig bit in the packet header of arriving packets
[36]. We refer to the gateways in this paper as Random Eartgdlien Th P ind fl 9p trol | d updates it
or RED gateways. RED gateways differ from the earlier Eady&m € Source uses window Tiow control, anad updates Its

Drop gateways in several respects: #veragequeue size is measured;Window once every two roundtrip times. If at least half of
the gateway is not limited tdroppingpackets; and the packet-markingthe packets in the last window had the congestion indica-

probability is a function of the average queue size. ; ; ; ; ;
2With Random Drop gateways, when a packet arrives at the ggte v\;lon bit set, then the window is decreased exponentially.

and the queue is full, the gateway randomly chooses a packetthe Otherwise, the Window is _ir_]creas_ed Iinearly- )
gateway queue to drop. There are several significant differences between DECbit




gateways and the RED gateways described in this papesrk responds to the instantaneous queue lengths, not to
The first difference concerns the method of computing thiee average queue lengths. We believe that this scheme
average queue size. Because the DECbit scheme chowgrgd be vulnerable to traffic phase effects and to biases
the last (busy + idle) cycle plus the current busy periajainst bursty traffic, and would not accommodate tran-
for averaging the queue size, the queue size can sosient increases in the queue size.
times be averaged over a fairly short period of time. In
high-speed networks with large buffers at the gateway'ét . . .
would be desirable to explicitly control the time consta DeS|gn gmdellnes
for the computed average queue size; this is done in RED. ) ] )
gateways using time-based exponential decay. In [29] t'ﬁ@s s_ectlon summarizes some of th_e de3|gn goals _and
authors report that they rejected the idea of a weightgdidelines for RED gateways. The main goal is to provide
exponential running average of the queue length becaG889estion avoidance by controlling the average queue
when the time interval was far from the roundtrip time>/2€- Additional goals include the avoidance of global
there was bias in the network. This problem of bias do¥nchronization and of a bias against bursty traffic and the
not arise with RED gateways because RED gateways @84ty to maintain an upper bound on the average queue
a randomized algorithm for marking packets, and assuige €ven in the absence of cooperation from transport-
that the sources use a different algorithm for respondilfy€" Protocols. , , ,
to marked packets. In a DECbit network, the source looks '€ first job of a congestion avoidance mechanism at
at the fraction of packets that have been marked in the 1§ 9ateway is to detect incipient congestion. As defined
roundtrip time. For a network with RED gateways, thi& [18], @congestion avoidanceheme maintains the net-
source should reduce its window even if there is only o'k in & region of low delay and high throughput. The
marked packet. average queue size should be kept low, while fluctuations
A second difference between DEChit gateways affythe actual queue size should be allowed to accommo-
RED gateways concerns the method for choosing conndgte bursty traffic _and tran_sient congestion. Becguse the
tions to notify of congestion. In the DECbit scheme theR&teway can monitor the size of the queue over time, the
is no conceptual separation between the algorithm to @eway is the appropriate agent to detect incipient con-
tect congestion and the algorithm to set the congestion #@Stion. Because the gateway has a unified view of the
dication bit. When a packet arrives at the gateway and Yf410Us sources contributing to this congestion, the gate-
computed average queue size is too high, the congesH IS also the appropriate agent to decide which sources
indication bit is set in the header of that packet. Becad9g1°tify of this congestion. , ,
of this method for marking packets, DECbit networks can !N @ network with connections with a range of roundtrip
exhibit a bias against bursty traffic [see Section 9]; this {&§"€s, throughput requirements, and delay sensitivities,
avoided in RED gateways by using randomization in tfig® 9atéway is the most appropriate agent to determine the
method for marking packets. For congestion avoidant&® and duration of short-lived bursts in queue size to bg
gateways designed to work with TCP, an additional moficcommodated by the gateway. The gateway can do this
vation for using randomization in the method for markin?y controlling the time constants used by the low-pass fil-
packets is to avoid the global synchronization that resuff§ for computing the average queue size. The goal of the
from many TCP connections reducing their window at trgteway is to detectincipient congestion that has persisted
same time. This is less of a concern in networks with tf&" & ‘long time” (several roundtrip times).

DEChit congestion avoidance scheme, where each source! N Second job of a congestion avoidance gateway is

decreases its window fairly moderately in response to cdR-decide which connections to notify of congestion at
gestion. the gateway. If congestion is detected before the gate-
Another proposal for adaptive window schemes whef¥@y buffer is full, it is not necessary for the gateway to
the source nodes increase or decrease their windowsH@P Packets to notify sources of congestion. In this pa-
cording to feedback concerning the queue lengths at it We say that the gatewayarksa packet, anatotifies
gateways is presented in [25]. Each gateway has an uptﬁlgrsource to reduce the window for that connection. This
threshold UT indicating congestion, and a lower threshdi#2king and notification can consist of dropping a packet,

LT indicating light load conditions. Information about th&€tting & bitin a packet header, or some other method un-

queue sizes at the gateways is added to each packet‘?leﬁ?tOOd by the transport protocol. The current feedback

source node increases its window only if all the gatew&echanismin TCP/IP networks is for the gateway to drop
queue lengths in the path are below the lower thresholf&ckets, and the simulations of RED gateways in this pa-
If the queue length is above the upper threshold for aR§T Use this approach. _ _

queue along the path, then the source node decreases it?N€ 9oal is to avoid a bias against bursty traffic. Net-

window. One disadvantage of this proposal is that the norks contain connections with a range of burstiness, and



gateways such as Drop Tail and Random Drop gatewayam and the maximum threshold, each arriving packet

have a bias against bursty traffic. With Drop Tail gatés marked with probability,, wherep, is a function of

ways, the more bursty the traffic from a particular conhe average queue siz@g. Each time that a packet is

nection, the more likely it is that the gateway queue witharked, the probability that a packet is marked from a

overflow when packets from that connection arrive at thparticular connection is roughly proportional to that con-

gateway [7]. nection’s share of the bandwidth at the gateway. The gen-
Another goal in deciding which connections to notifgral RED gateway algorithm is given in Figure 1.

of congestion is to avoid the global synchronization that

results from notifying all connections to reduce their wirf-or each packet arrival

dows at the same time. Global synchronization has been cal cul ate the average queue size avg

studied in networks with Drop Tail gateways [37], and re- i f min < avg < mazen,

sults in loss of throughput in the network. Synchroniza- cal cul ate probability p,

tion as a general network phenomena has been explored W th probability p,:

in [8]. mark the arriving packet
In order to avoid problems such as biases againstbursty €l se i f mazy, < avg

traffic and global synchronization, congestion avoidance mark the arriving packet

gateways can use distinct algorithms for congestion de-
tection and for deciding which connections to notify of

this congestion. The RED gateway uses randomization in
choosing which arriving packets to mark; with this method

the probability of marking a packet from a particular CONre algorithm for computing the average queue size deter-

nection is roughly proportional to that connection's ShaFﬁines the degree of burstiness that will be allowed in the

of the bandwidth through the gateway. This method can : .
- . . 2o ateway queue. The algorithm for calculating the packet-
be efficiently implemented without maintaining per-conngctipn . :
marking probability determines how frequently the gate-
state at the gateway.

. . . ay marks packets, given the current level of congestion.
One goal for a congestion avoidance gateway is t y b 9 9

. . . fie goal is for the gateway to mark packets at fairly evenly-
ability to control the average queue size even in the ab- . ; AN ;
aced intervals, in order to avoid biases and to avoid

sence of coopergt_mg sources. This can be done if { Gbal synchronization, and to mark packets sufficiently
gfitewaydrops arnving paf:kets when the average quetf? quently to control the average queue size.
size exceeds some maximum threshold (rather than se “The detailed algorithm for the RED gateway is given

ting a bit in the packet header). Th_|s methoq could l?r? Figure 2. Section 11 discusses efficient implementa-
used to control the average queue size even if most A0S of these algorithms

nections last less than a roundtrip time (as could occur ) . .
. o L . ) The gateway’s calculations of the average queue size
with modified transport protocols in increasingly high-_, . . .
) . : take into account the period when the queue is empty (the
speed networks), and even if connections fail to reduc

. ; idfe period) by estimating the number of small packets
ter::w throughput in response to marked or dropped Pa%Kat could have been transmitted by the gateway during

the idle period. After the idle period the gateway com-
putes the average queue size asipackets had arrived

4 The RED algorithm to an empty queue during that period.
As avg varies fromming, tomaxyy,, the packet-marking

This section describes the algorithm for RED gatewaydobabilityp, varies linearly from 0 tonaz),:
The RED gateway calculates the average queue size, us-
ing a low-pass filter with an exponential weighted mov-
ing average. The average queue size is compared t0 §4 final packet-marking probability, increases slowly
thresholds, aninimumthreshold and anaximurrthresh- a5 the count increases since the last marked packet:

old. When the average queue size is less than the min-

imum threshold, no packets are marked. When the av- Da < Db/ (1 — count - py)

erage queue size is greater than the maximum threshold, ] ] )

every arriving packet is marked. If marked packets are ¥ discussed in Section 7, this ensures that the gateway
fact dropped, or if all source nodes are cooperative, t§€€S not wait too long before marking a packet.

ensures that the average queue size does not significantly! € gateéway marks each packetthatarrives at the gate-
exceed the maximum threshold. way when the average queue sizg exceedsnaz;y,.

When the average queue size is between the mini- On€ option for the RED gateway is to measure the
gueue in bytes rather than in packets. With this option,

Figure 1: General algorithm for RED gateways.

' Thus the RED gateway has two separate algorithms.

py < maz,(avg — ming, )/ (mazy, — ming,).



Initialization: pa — /(1 — count - py)

avg < 0

count < —1 In this case a large FTP packet is more likely to be marked

for each packet arrival than is a small TELNET packet.
cal cul ate new avg. queue size avg: Sections 6 and 7 discuss in detail the setting of the var-
if the queue is nonenpty ious parameters for RED gateways. Section 6 discusses
avg < (1 —wy)avg +wy q the calculation of the average queue size. The queue weight

el se w, is determined by the size and duration of bursts in
m « f(time — g_time) gueue size that are allowed at the gateway. The mini-
avg < (1 —wy)™avg mum and maximum thresholdsin;, andmax;; are de-

i f ming <avg < maxy, termined by the desired average queue size. The average
i ncrement count gueue size which makes the desired tradeoffs (such as the
cal cul ate probability p,: tradeoff between maximizing throughput and minimizing

Dy delay) depends on network characteristics, and is left as
maxy(avg — ming,)/(mazy, — ming,) & question for further research. Section 7 discusses the
Da + Db/ (1 — count - py) calculation of the packet-marking probability.
with probability p,: In this paper our primary interest is in the functional
mark the arriving packet operation of the RED gateways. Specific questions about
count < 0 the most efficient implementation of the RED algorithm

el se i f maxy, < avg are discussed in Section 11.
mark the arriving packet
count < 0 . . .

el se count « —1 5 A simple simulation

when queue becomes enpty

g time « time This section describes our simulator and presents a simple

simulation with RED gateways. Our simulator is a version
Saved Variables: of the REAL simulator [19] built on Columbia’s Nest sim-
avg: average queue size ulation package [1], with extensive modifications and bug
g-time: start of the queue idle tine fixes made by Steven McCanne at LBL. In the simula-
count: packets since |ast marked pkt.tor, FTP sources always have a packet to send and always
send a maximal-sized (1000-byte) packet as soon as the

Fixed parameters: congestion control window allows them to do so. A sink
w,:  queue wei ght immediately sends an ACK packet when it receives a data
ming,. mnimumthreshold for queue packet. The gateways use FIFO queueing.
maxy,: maxi mumthreshol d for queue Source and sink nodes implement a congestion con-
maz,. nmaxi mum val ue for p, trol algorithm equivalent to that in 4.3-Tahoe BSD TCP.
Briefly, there are two phases to the window-adjustment al-
Other: gorithm. A threshold is set initially to half the receiver’s
p.: current pkt-marking probability advertised window. In the slow-start phase, the current
q: current queue size window is doubled each roundtrip time until the window
time: current tine reaches the threshold. Then the congestion-avoidance phase

f@): a linear function of the tine ¢isentered,and the currentwindow is increased by roughly
one packet each roundtrip time. The window is never al-
lowed to increase to more than the receiver's advertised
window, which this paper refers to as the “maximum win-
dow size”. In 4.3-Tahoe BSD TCP, packet loss (a dropped
the average queue size accurately reflects the averageP@éket) is treated as a “congestion experienced” signal.
lay at the gateway. When this option is used, the a|g'5he source reacts to a packet loss by setting the threshold
rithm would be modified to ensure that the probability th4® half the current window, decreasing the current window
a packet is marked is proportional to the packet size tfione packet, and entering the slow-start phase.

bytes:

Figure 2: Detailed algorithm for RED gateways.

oy —  mazp(avg — ming)/(mazy, — ming)

Dy — D PacketSize/MaXimumPacketSize _30ur_ s_imulato_r does _not use the 4.3-Tahoe TCP code directlwéu
believe it is functionally identical.
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Figure 3: A simulation with four FTP connections with staggered $itags.




Figure 3 shows a simple simulation with RED gateén response to a dynamically changing load. As the num-
ways. The network is shown in Figure 4. The simuldser of connections increases, the frequency with which the
tion contains four FTP connections, each with a maximugateway drops packets also increases. There is no global
window roughly equal to the delay-bandwidth producsynchronization. The higher throughput for the connec-
which ranges from 33 to 112 packets. The RED gatewtgns with shorter roundtrip times is due to the bias of
parameters are set as follows:, = 0.002, min;, = TCP’swindow increase algorithm in favor of connections
5 packets,maz;, = 15 packets, andnaz, = 1/50. with shorter roundtrip times (as discussed in [6, 7]). For
The buffer size is sufficiently large that packets are newlie simulation in Figure 3 the average link utilization is
dropped at the gateway due to buffer overflow; in this sini6€%. For the following second of the simulation, when
ulation the RED gateway controls the average queue siak four sources are active, the average link utilization is
and the actual queue size never exceeds forty packets.82%. (This is not shown in Figure 3.)
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Figure 5: Comparing Drop Tail and RED gateways.
SINK
FTP SOURCES
Figure 4: Simulation network. @ @
For the charts in Figure 3, the x-axis shows the time in ms  100Mbps
seconds. The bottom chart shows the packets from nodes 5 GATEWAY
1-4. Each of the four main rows shows the packets from
one of the four connections; the bottom row shows node 1 20ms 45Mbps

packets, and the top row shows node 4 packets. There is a
mark for each data packet as it arrives at the gateway and

as it departs from the gateway; at this time scale, the two SINK
marks are often indistinguishable. The y-axis is a function
of the packet sequence number; for packet numidesm Figure 6: Simulation network.

nodei, the y-axis shows mod 90 + (¢ — 1)100. Thus,

each vertical ‘line’ represents 90 consecutively-numbered Because RED gateways can control the average queue
packets from one connection arriving at the gateway. Eagihe while accommodating transient congestion, RED gate-
‘X’ shows a packet dropped by the gateway, and each ‘Ways are well-suited to provide high throughput and low
is followed by a mark showing the retransmitted packetveragedelay in high-speed networks with TCP connec-
Node 1 starts sending packets at time 0, node 2 startstafns that have large windows. The RED gateway can ac-
ter 0.2 seconds, node 3 starts after 0.4 seconds, and nodemmodate the short burst in the queue required by TCP’s
starts after 0.6 seconds. slow-start phase; thus RED gateways control éver-

The top chart of Figure 3 shows the instantaneous queequeue size while still allowing TCP connections to
sizeq and the calculated average queue sizg The dot- smoothly open their windows. Figure 5 shows the results
ted lines shownin,,, andmaz,, the minimum and max- of simulations of the network in Figure 6 with two TCP
imum thresholds for the average queue size. Note that $omnections, each with a maximum window of 240 pack-
calculated average queue sizey changes fairly slowly ets, roughly equal to the delay-bandwidth product. The
compared tog. The bottom row of X's on the bottomtwo connections are started at slightly different times. The
chart shows again the time of each dropped packet.  simulations compare the performance of Drop Tail and of

This simulation shows the success of the RED gaRED gateways.
way in controlling the average queue size at the gateway In Figure 5 the x-axis shows the total throughput as a



fraction of the maximum possible throughput on the con- The weightw, determines the time constant of the
gested link. The y-axis shows the average queue sizdaw-pass filter. The following sections discuss upper and
packets (as seen by arriving packets). Five 5-second siower bounds for setting,. The calculation of the aver-
ulations were run for each of 11 sets of parameters fage queue size can be implemented particularly efficiently
Drop Tail gateways, and for 11 sets of parameters for REihenw, is a (negative) power of two, as shown in Section
gateways; each mark in Figure 5 shows the results of ahke

of these five-second simulations. The simulations with

Drop Tail gateways were run with the buffer §izg ranging 1 An upper bound for w

from 15 to 140 packets; as the buffer size is increased, 4

the throughput and the average gueue size increase cdfre, is too large, then the averaging procedure will not
spondingly. In order to avoid phase effects in the simfilter out transient congestion at the gateway.

lations with Drop Tail gateways, the source node takes a Assume that the queue is initially empty, with an aver-
random time drawn from the uniform distribution on [0, thge queue size of zero, and then the queue increases from
seconds to prepare an FTP packet for transmission, whete L packets oveL packet arrivals. After thé&th packet

t is the bottleneck service time of 0.17 ms. [7]. arrives at the gateway, the average queue@izg is
The simulations with RED gateways were all run with
a buffer size of 100 packets, withuin,;;, ranging from L L
3 to 50 packets. For the RED gatewaysqaz;, iS set avgr. = Z]qu(l wy)
-

to 3 ming,, with w, = 0.002 andmaz, = 1/50. The
: : ) 1
dashed lines show the average delay (as a function of through wy(1 — wy)" Z i(

)7’,

put) approximated by.73/(1 — z) for the simulations —~ 1 —w,

with RED gateways, and approximated by /(1 — z)3 = D41

for the simulations with Drop Tail gateways. For this = L+1+ (1= w,)™" = 1. 2
simple network with TCP connections with large win- Wyq

dows, the network power (the ratio of throughput to de-, . A N . .
lay) is higher with RED gateways than with Drop Taﬁ'ms derivation uses the following identity [9, p. 65]:

gateways. There are several reasons for this difference. L b (Lz— L —1)zh+
With Drop Tail gateways with a small maximum queue, izt = 2 L : w
the queue drops packets while the TCP connection is in i=1 (1-=)

the slow-start phase of rapidly increasing its window, re-
ducing throughput. On the other hand, with Drop Tail
gateways with a large maximum queue the average delay
is unacceptably large. In addition, Drop Tail gateways are
more likely to drop packets from both connections at the
same time, resulting in global synchronization and a fur-
ther loss of throughput. . P e av e

Later in the paper, we discuss simulation results from i P e A oy L~ 00
networks with a more diverse range of connections. The *
RED gateway is not specifically designed for a network
dominated by bulk data transfer; this is simply an easy
way to simulate increasingly-heavy congestion at a gate-
way.

6 Calculating the average queue length  Figure 7:avg;, as a function ofv, andL.

The RED gateway uses a low-pass filter to calculate the Figure 7 shows the average queue sizg; for a
average queue size. Thus, the short-term increases inrtirgye of values fow, andL. Thez-axis showsw, from
gueue size that result from bursty traffic or from transiegt001 to 0.005, and thg-axis showsL from 10 to 100.
congestion do not result in a significant increase in tifer example, foiw, = 0.001, after a queue increase from

average queue size. 0 to 100 packets, the average queue sizg o, is 4.88
The low-pass filter is an exponential weighted movingackets.
average (EWMA): Given a minimum thresholhin,,, and given that we
wish to allow bursts of. packets arriving at the gateway,
avg < (1 —wy)avg + wy q. Q)



thenw, should be chosen to satisfy the following equatiome compare two methods for calculating the final packet-

for avgr, < ming,: marking probability, and demonstrate the advantages of
L1 the second method. In the first method, when the aver-

L+1+ A —wg)™™ 1 < ming,. (3) age queue size is constant the number of arriving papkets

Wy between marked packets is a geometric random variable;

in the second method the number of arriving packets be-
tween marked packets is a uniform random variable.

The initial packet-marking probability is computed as
follows:

Givenming, = 5, andL = 50, for example, it is neces-
sary to choosey, < 0.0042.

6.2 Alower bound for w,

RED gateways are designed to keep the calculated average”® < may(avg —ming,)/(maze — ming,).

gueue sizewg below a certain threshold. However, thisfhe parametemaz, gives the maximum value for the

serves little purpose if the calculated average is not a packet-marking probability,, achieved when the average
reasonable reflection of the current average queue sizqngue size reaches the maximum threshold

wy IS set too low, themvg responds too slowly to changes Method 1: Geometric random variables.In Method

in the actual queue size. In this case, the gateway is unaf),lf-\et each packet be marked with probabifiy Let the

to detect the initial stages of congestion. intermarking timeX be the number of packets that arrive,
Assume that the queue changes from empty to ORg

: er a marked packet, until the next packet is marked.
packet, and that, as packets arrive and depatrt at the S@BEAuse each packet is marked with probabjlity
rate, the queue remains at one packet. Further assume that
initially the average queue size was zero. In this case it Prob[X =n] = (1—py)" ps.
takes—1/In(1 — w,) packet arrivals (with the queue size
remaining at one) until the average queue sizg reachs Thus with Method 1,X is a geometricrandom variable
0.63 = 1 —1/e[35]. Forw, = 0.001, this takes 1000 with parametep,, andE[X] = 1/p,.
packet arrivals; fow, = 0.002, this takes 500 packet ar-  With a constant average queue size, the goal is to mark
rivals; forw, = 0.003, this takes 333 packet arrivals. Irpackets at fairly regular intervals. It is undesirable to have

most of our simulations we use, = 0.002. too many marked packets close together, and it is also
undesirable to have too long an interval between marked
6.3 Settingminy, and mazy, packets. Both of these events can result in global synchro-

nization, with several connections reducing their windows
The optimal values fomin;, andmaz:, depend on the at the same time, and both of these events can occur when
desired average queue size. If the typical traffic is fairly is a geometric random variabl@.
bursty, thenmin;, must be correspondingly large to al- Method 2: Uniform random variables. A more de-
low the link utilization to be maintained at an acceptabbirable alternative is foX to be auniformrandom vari-
high level. For the typical traffic in our simulations, fomble from{1, 2, ...,1/p,;} (assuming for simplicity that
connections with reasonably large delay-bandwidth prodp, is an integer). This is achieved if the marking prob-
ucts, a minimum threshold of one packet would result gbility for each arriving packet ig; /(1 — count - py),
unacceptably low link utilization. The discussion of th@herecount is the number of unmarked packets that have
optimal average queue size for a particular traffic mix igrived since the last marked packet. Call this Method 2.

left as a question for future research. In this case,

The optimal value fornax;, depends in part on the
maximum average delay that can be allowed by the gate- Db n-2 Db
wav. Prob[X =n] = — H 1-—

y 1—(n—=1)pp i L—ips

The RED gateway functions most effectively when
maxy, — ming, IS larger than the typical increase in the
calculated average queue size in one roundtrip time. A

useful rule-of-thumbis to setaz;;, to at least twicenin,y,. and

pp for1 <n < 1/py,

Prob[X =n] =0 forn > 1/p;.

. . or Method 2 E[X] =1/(2p) +1/2. &
7 CaICUIatlng the paCket'markmg proo- Figure 8 shoENs]an e>/<|(3erir)nent/comparing the two meth-
abi|ity ods for marking packets. The top line shows Method
1, where each packet is marked with probabijityfor
The initial packet-marking probability, is calculated as p = 0.02. The bottom line shows Method 2, where each
a linear function of the average queue size. In this sectipacketis marked with probability/ (1+ip), forp = 0.01,
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Figure 8: Randomly-marked packets, comparing two packet-marking methods

and fori the number of unmarked packets since the lasie RED gateway relies on the cooperation of the sources
marked packet. Both methods marked roughly 100 outtofcontrol the average queue size.
the 5000 arriving packets. Theaxis shows the packet e Appropriate time scales.After notifying a connec-
number. For each method, there is a dot for each markaxh of congestion by marking a packet, it takes at least
packet. As expected, the marked packets are more claseundtrip time for the gateway to see a reduction in the
tered with Method 1 than with Method 2. arrival rate. In RED gateways the time scale for the detec-
For the simulations in this paper, we setx,, to 1/50. tion of congestion roughly matches the time scale required
When the average queue size is halfway between,;, for connections to respond to congestion. RED gateways
andmaxy,, the gateway drops, on the average, roughtlon’t notify connections to reduce their windows as a re-
one out of 50 (or one out of /max,) of the arriving sult of transient congestion at the gateway.
packets. RED gateways perform best when the packet- ¢ No global synchronization.The rate at which RED
marking probability changes fairly slowly as the averaggateways mark packets depends on the level of conges-
gueue size changes; this helps to discourage oscillationgan. During low congestion, the gateway has a low prob-
the average queue size and in the packet-marking proahbiity of marking each arriving packet, and as conges-
bility. There should never be a reason tosetr, greater tion increases, the probability of marking each packet in-
than 0.1, for example. Whemaz, = 0.1, then the RED creases. RED gateways avoid global synchronization by
gateway marks close to 1/5th of the arriving packets wherarking packets at as low a rate as possible.
the average queue size is close to the maximum thresholde Simplicity. The RED gateway algorithm could be
(using Method 2 to calculate the packet-marking prob@nplemented with moderate overhead in current networks,
bility). If congestion is sufficiently heavy that the averagas discussed further in Section 11.
queue size cannot be controlled by marking close to 1/5th e Maximizing global power*. The RED gateway ex-
of the arriving packets, then after the average queue sitigitly controls the average queue size. Figure 5 shows
exceeds the maximum threshold, the gateway will mattkat for simulations with high link utilization, global power
every arriving packet. is higher with RED gateways than with Drop Tail gate-
ways. Future research is needed to determine the opti-
. mum average queue size for different network and traffic
8 Evaluation of RED gateways conditions. e

.. , ) ) i ¢ Fairness.One goal for a congestion avoidance mech-
In addition to the design goals discussed in Section ghis is fairness. This goal of faimess is not well-defined,

several general goals have been outlined for congestiofe simply describe the performance of the RED gate-
avoidance schemes [14, 16]. In this section we descrUaSy in this regard. The RED gateway does not discrim-

how our goals have been met by RED gateways. inate against particular connections or classes of connec-
» Congestion avoidancelf the RED gateway in fact ions  (This is in contrast to Drop Tail or Random Drop
drops packets arriving at the gateway when the avera%gt

X i eways, as described in [7]). For the RED gateway, the
queue size reaches the maximum threshold, then thg tion of marked packets for each connection is roughly
gateway guarantees thatMcuIatedaverage queue,s'zeproportional to that connection’s share of the bandwidth.
does not exceed the maximum threshold. If the Wen@ht However, RED gateways do not attempt to ensure that
for the EWMA procedure has been set appropriately [Sg§c, connection receives the same fraction of the total
Section 6.2], then the RED gateway in fact controls the,,,ghput, and do not explicitly control misbehaving users.

actualaverage queue size. If the RED gateveays a bit pep gateways provide a mechanism to identify the level
in packet headers when the average queue size exceeds the

maximum threshold, rather than dropping packets, then*Poweris defined as the ratio of throughput to delay.
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of congestion, and RED gateways could also be usedite RED gateway under a wide range of traffic conditions
identify connections using a large share of the total barahd gateway parameters.
width. If desired, additional mechanisms could be added 1: Ensure adequate calculation of the average queue
to RED gateways to control the throughput of such cosize: setw, > 0.001. The average queue size at the gate-
nections during periods of congestion. way is limited bymaxy,, as long as the calculated average

e Appropriate for a wide range of environments. queue sizewg is a fairly accurate reflection of the actual
The randomized mechanism for marking packets is aprerage queue size. The weighy should not be set too
propriate for networks with connections with a range ddw, so that the calculated average queue length does not
roundtrip times and throughput, and for a large range @elay too long in reflecting increases in the actual queue
the number of active connections at one time. Chandesgth [See Section 6]. Equation 3 describes the upper
in the load are detected through changes in the averégend onw, required to allow the queue to accommodate
gueue size, and the rate at which packets are marked istagsts ofL packets without marking packets.
justed correspondingly. The RED gateway's performance 2: Setminy;, sufficiently high to maximize network
is discussed further in the following section. power. The thresholdsnin;, andmax, should be set

Even in a network where RED gateways signals cosdfficiently high to maximize network power. As we stated
gestion by dropping marked packets, there are many eexlier, more research is needed on determining the opti-
casions in a TCP/IP network when a dropped packet doeal average queue size for various network conditions.
not result in any decrease in load at the gateway. If tBecause network traffic is often bursty, the actual queue
gateway drops a data packet for a TCP connection, thige can also be quite bursty; if the average queue size is
packet drop will be detected by the source, possibly &ept too low, then the output link will be underutilized.
ter a retransmission timer expires. If the gateway drops an 3: Make max;, — ming, sufficiently large to avoid
ACK packet fora TCP connection, or a packet from a noglobal synchronization. Make max, — ming, larger
TCP connection, this packet drop could go unnoticed lyan the typical increase in the average queue size during
the source. However, even for a congested network watroundtrip time, to avoid the global synchronization that
a traffic mix dominated by short TCP connections or kgsults when the gateway marks many packets at one time.
non-TCP connections, the RED gateway still controls ti@gne rule of thumb would be to setax;, to at least twice
average queue size by dropping all arriving packets wherin,,. If max;, —min,y, is too small, then the computed
the average queue size exceeds a maximum thresholdaverage queue size can regularly oscillate umior;;

this behavior is similar to the oscillations of the queue up

8.1 Parameter sensitivity to the maximum queue size with Drop Tail gateways.

This section discusses the parameter sensitivity of RED
gateways. Unlike Drop Tail gateways, where the only
free parameter is the buffer size, RED gateways have ad-
ditional parameters that determine the upper bound on the
average queue size, the time interval over which the av-
erage queue size is computed, and the maximum rate for
marking packets. The congestion avoidance mechanism
should have low parameter sensitivity, and the parame-
ters should be applicable to networks with widely varying
bandwidths.

The RED gateway parameterg, min:,, andmaz,,
are necessary so that the network designer can make con-
scious decisions about the desired average queue size, and
about the size and duration in queue bursts to be allowed
at the gateway. The parametenz, can be chosen from
a fairly wide range, because it is only an upper bound on
the actual marking probability,. If congestion is suffi-
ciently heavy that the gateway cannot control the average
gueue size by marking at most a fractioruz, of the
packets, then the average queue size will exceed the max-
imum threshold, and the gateway will mark every packet
until congestion is controlled.

We give a few rules that give adequate performance of
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Figure 9: A RED gateway simulation with heavy congestion, two-walffit, and many short FTP and TELNET
connections.
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packets for the different connections are displayed over-

lapped, rather than displayed on separate rows. The x-

0.5ms 0.5ms axis shows time, and the y-axis shows the packet number

for that connection, where each connection starts at packet

@U“S\GATEWAY GATEWAY/““@ number 0. For example, the leftmost ‘strand’ shows a con-

A B nection that starts at time 0, and that sends 220 packets

S
3ms 2ms Sms in all. Each ‘X’ shows a packet dropped by one of the
two gateways. The queue is measured in packets rather
sms ams in bytes; short packets are just as likely to be dropped as
100Mbps

45Mbps
’ are longer packets. The bottom line of the bottom chart
shows again an ‘X’ for each packet dropped by one of the

two gateways.
Because Figure 9 shows many overlapping connec-
Figure 10: A network with many short connections. tions, it is not possible to trace the behavior of each of
the connections. As Figure 9 shows, the RED gateway is

To investigate the performance of RED gateways inesfective in controlling the average queue size. When con-
range of traffic conditions, this section discusses a simuggstion is low at one of the gateways, the average queue
tion with two-way traffic, where there is heavy congestio¥ize and the rate of marking packets is also low at that
resulting from many FTP and TELNET connections, eaglgteway. As congestion increases at the gateway, the av-
with a small window and limited data to send. The RE®rage queue size and the rate of marking packets both in-
gateway parameters are the same as in the simple sim@rgase. Because this simulation consists of heavy conges-
tion in Figure 3, but the network traffic is quite different.tion caused by many connections, each with a small max-

Figure 9 shows the simulation, which uses the netwdfRUm window, the RED gateways have to drop a fairly
in Figure 10. Roughly half of the 41 connections go frofgrge number of packets in order to control congestion.
one of the left-hand nodes 1-4 to one of the right-hardd€ average link utilization over the one-second period is
nodes 5-8; the other connections go in the opposite diréd for the congested link in one direction, and 59% for
tion. The roundtrip times for the connections vary by &€ other direction. As the figure shows, there are periods
factor of 4 to 1. Most of the connections are FTP cof the beginning and the end of the simulation when the
nections, but there are a few TELNET connections. (OA&ival rate at the gateways is low.
of the reasons to keep the average queue size small is toNote that the traffic in Figures 3 and 9 in quite var-
ensure low average delay for the TELNET connectionégf, and in each case the RED gateway adjusts its rate of
Unlike the previous simulations, in this simulation all offarking packets to maintain an acceptable average queue
the connections have a maximum window of either 8 §fz&- For the simulations in Figure 9 with many short
16 packets. The total number of packets for a connectig@nections, there are occasional periods of heavy con-
ranges from 20 to 400 packets. The starting times and #fstion, and a higher rate of packet drops is needed to
total number of packets for each connection were chosgiitrol congestion. In contrast, with the simulations in
rather arbitrarily; we are not claiming to represent reali§igure 3 with a small number of connections with large
tic traffic models. The intention is simply to show REBNaximumwindows, the congestion can be controlled with
gateways in a range of environments. a small number of dropped packets. For the simulations

Because of the effects of ack-compression with tw#l Figure 9, the burstiness of the queue is dominated by
way traffic, the packets arriving at the gateway from ea@hort-term burstiness as packet bursts arrive at the gate-
connection are somewhat bursty. When ack-packets @@y from individual connections. For the simulations in
‘compressed’ in a queue, the ack packets arrive at thigure 3, the burstiness of the queue is dominated by the
source node in a burst. In response, the source sendénglow increase/decrease cycles of the individual con-
burst of data packets [38]. nections. Note that the RED gateway parameters are un-

The top chart in Figure 9 shows the queue for gatédanged in these two simulations.
way A, and the next chart shows the queue for gateway B. The performance of a slightly differentversion of RED
For each chart, each ‘X’ indicates a packet dropped at tiggteways with connections with different roundtrip times
gateway. The bottom chart shows the packets for egd with connections with multiple congested gateways
connection arriving and departing from gateway A (arfégs been analyzed and explored elsewhere [5].
heading towards gateway B). For each connection, there is
a mark for each packet arriving and departing from gate-
way A, though at this time scale the two marks are indis-
tinguishable. Unlike the chartin Figures 3, in Figure 9 the

100Mbps
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9 Bursty traffic ¥

This section shows that unlike Drop Tail or Random Drop
gateways, RED gateways do not have a bias against bursg§ ]
traffic.5 Bursty traffic at the gateway can result from an g
FTP connection with a long delay-bandwidth product but3 |
a small window; a window of traffic will be sent, and then £
there will be a delay until the ack packets return and an-‘g
other window of data can be sent. Variable-bit-rate videog - |
traffic and some forms of interactive traffic are other ex-
amples of bursty traffic seen by the gateway.

In this section we use FTP connections with infinite © 1 ‘ ‘ ‘ ‘ ‘ ‘ ‘
data, small Window_s, and small roundtrip times t_o mod_el 6 10 " " 6 18 2 ”
the less-bursty traffic, and we use FTP connections with Buffer Size
smaller windows and longer roundtrip times to model the
more-bursty traffic.

We consider simulations of the network in Figure 11.
Node 5 packets have a roundtrip time that is six times tha
of the other packets. Connections 1-4 have a maximun
window of 12 packets, while connection 5 has a maxi-g _
mum window of 8 packets. Because node 5 has a larg&
roundtrip time and a small window, node 5 packets oftenz ., |
arrive at the gateway in a loose cluster. By this, we mean s 10 12 14 16 18 20 22
that considering only node 5 packets, there is one long Buffer Size
interarrival time, and many smaller interarrival times.

15

n fackets)
10

eu

1.00

FTP SOURCES a 8 //—\//—
g |
e
G @ © O i
45Mbps =2°
100Mbps d5,6 = 16ms g
=
d(1,2,3.4)6 = 1Ms <8
o
GATEWAY 8 10 12 14 16 18 20 22
Buffer Size
45Mbps
de.7 =2 Figure 12: Simulations with Drop Tail gateways.
SINK Each simulation was run for ten seconds, and each

mark represents one one-second period of that simulation.
Figure 11: A simulation network with five FTP connecFor Figures 12 and 13, the x-axis shows the buffer size,
tions. and the y-axis shows node 5’s throughput as a percentage
of the total throughput through the gateway. In order to
Figures 12 through 14 show the results of simulationgoid traffic phase effects (effects caused by the precise
of the network in Figure 11 with Drop Tail, Random Dropgiming of packet arrivals at the gateway), in the simula-
and RED gateways respectively. The simulations in Figons with Drop Tail gateways the source takes a random
ures 12 and 13 were run with the buffer size ranging frofiine drawn from the uniform distribution on [0, t] seconds
8 packets to 22 packets. The simulations in Figure {&prepare an FTP packet for transmission, whegethe
were run many times with a minimum threshold rangingottleneck service time of 0.17 ms. [7]. In these simula-
from 3 to 14 packets, and a buffer size ranging from 12 {@ns our concern is to examine the gateway’s bias against
56 packets. bursty traffic.
5By bursty traffic we mean traffic from a connection where the qu each set of SimU|ati0n_s th_ere is a second figure
amount of data transmitted in one roundtrip time is small pared to  Showing the average queue size (in packets) seen by ar-
the delay-bandwidth product, but where multiple packeisifthat con- riving packets atthe bottleneck gateway, and a third figure
nection arrive at the gateway in a short period of time. showing the average link utilization on the congested link.
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Figure 13: Simulations with Random Drop gateways. Figure 14: Simulations with RED gateways

Because RED gateways are quite different from Drop Téiine and maximum window. The parameters for the RED
or Random Drop gateways, the gateways cannot be cayateway are as followsy, = 0.002 andmaz, = 1/50.
pared simply by comparing the maximum queue size; thite maximum threshold is twice the minimum threshold
most appropriate comparison is between a Drop Tail gatexd the buffer size, which ranges from 12 to 56 packets,
way and a RED gateway that maintain the same averagur times the minimum threshold.
gueue size. Figure 15 shows that with the simulations with Drop
With Drop Tail or Random Drop gateways, the queugail or with Random Drop gateways, node 5 receives a
is more likely to overflow when the queue contains sonaisproportionate share of the packet drops. Each mark in
packets from node 5. In this case, with either Randdrigure 15 shows the results from a one-second period of
Drop or Drop Tail gateways, node 5 packets have a dispsimulation. The boxes show the simulations with Drop
portionate probability of being dropped; the queue comail gateways from Figure 12, the triangles show the sim-
tents when the queue overflows are not representativautstions with Random Drop gateways from Figure 13, and
the average queue contents. the dots show the simulations with RED gateways from
Figure 14 shows the result of simulations with REBigure 14. For each one-second period of simulation,
gateways. The x-axis showsin;, and the y-axis showsthe x-axis shows node 5'’s throughput (as a percentage
node 5's throughput. The throughput for node 5 is closedd the total throughput) and the y-axis shows node 5’'s
the maximum possible throughput, given node 5’s roundbidgket drops (as a percentage of the total packet drops).
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a large share of the bandwidth in times of congestion.
Because RED gateways randomly choose packets to be
] marked during congestion, RED gateways could easily
identify which connections have received a significant frac-
tion of the recently-marked packets. When the number of
marked packets is sufficiently large, a connection that has
received a large share of the marked packets is also likely
to be a connection that has received a large share of the
bandwidth. This information could be used by higher pol-
icy layers to restrict the bandwidth of those connections
during congestion.

o The RED gateway notifies connections of congestion
‘ ‘ ‘ ‘ ‘ ‘ at the gateway by marking packets. With RED gateways,
? 10 when a packet is marked, the probability of marking a
packet from a particular connection is roughly propor-
tional to that connection’s current share of the bandwidth
through the gateway. Note that this property does not hold
for Drop-Tail gateways, as demonstrated in Section 9.
The number of packets dropped in one one-second sim- For the rest of this section, we assume that each time
ulation period ranges from zero to 61; the chart excludée gateway marks a packet, the probability that a packet
those one-second simulation periods with less than thfeam a particular connection is markedactlyequals that
dropped packets. connection’s fraction of the bandwidth through the gate-

The dashed line in Figure 15 shows the position wheigy. Assume that connectiarhas a fixed fractiomp; of
node 5's share of packet drops exactly equals node #1€ bandwidth through the gateway. L%t,, be the num-
share of the throughput. The cluster of dots is roughjer of then most-recently-marked packets that are from
centered on the dashed line, indicating that for the REDNNection.. From the assumptions above, the expected
gateways, node 5’s share of dropped packets reflects no@UsforS; », is np;.
share of the throughput. In contrast, for simulations with From standard statistical results given in the appendix,
Random Drop (or with Drop Tail) gateways node 5 reSi » is unlikely to be much larger than its expected value
ceives a small fraction of the throughput but a large frater sufficiently largen:
tion of the packet drops. This shows the bias of Drop Tall -
and Random Drop gateways against the bursty traffic from Prob(S;,, > cpin) < e 21w
node 5.

Our simulations with an ISO TP4 network using th#r 1 < ¢ < 1/pi. The two lines in Figure 16 show the
DEChit congestion avoidance scheme also show a giper bound_on the probability that a connection receives
against bursty traffic. With the DECbit congestion avoidl0re thanC times the expected number of marked pack-
ance scheme node 5 packets have a disproportionate ctf{fcl2rC = 2,4, and forn = 100; the x-axis shows;.
of having their congestion indication bits set. The DECbit
congestion avoidance scheme’s bias against bursty traffic§ ]
would be corrected by DECbit congestion avoidance with |
selective feedback [28], which has been proposed with a
fairness goal of dividing each resource equally among all_«?g 1
of the users sharing it. This modification uses a selectivg | | =2
feedback algorithm at the gateway. The gateway detersg | |
mines which users are using more than their “fair share” ° | |
of the bandwidth, and only sets the congestion-indication |
bit in packets belonging to those users. We have notrung { -
simulations with this algorithm.

40

Node 5 Drops (%)
30
|

20

4 6
Node 5 Throughput (%)
(square for Drop Tail, triangle for Random Drop, dot for RED)

Figure 15: Scatter plot, packet drops vs. throughput
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10 Identifying misbehaving users

Figure 16: Upper bound on probability that a connection’s
In this section we show that RED gateways provide &raction of marked packets is more than C times the ex-
efficient mechanism for identifying connections that uggected number, giverD0 total marked packets.
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The RED gateway could easily keep a list of the the calculation of the average queue size is modified when
most recently-marked packets. If some connection haa packet arrives at the gateway to an empty queue. After
large fraction of the marked packets, it is likely that thihe packet arrives at the gateway to an empty queue the
connection also had a large fraction of the average bagateway calculates:, the number of packets that might
width. If some TCP connection is receiving a large frattave been transmitted by the gateway during the time that
tion of the bandwidth, that connection could be a misbthe line was free. The gateway calculates the average
having host that is not following current TCP protocols, ajueue sizas ifm packets had arrived at the gateway with
simply a connection with either a shorter roundtrip tima queue size of zero. The calculation is as follows:
or a larger window than other active connections. In ei- ] )
ther case, if desired, the RED gateway could be modifiBti (time — q-time) /s
to give lower priority to those connections that receive @9 <~ (1 —wy)™ avg,

large fraction of the bandwidth during times of CONGeSyhereq time is the start of the queue idle time, and

tion. is a typical transmission time for a small packet. This
entire calculation is an approximation, as it is based on

11 Implementation the number of packets thatighthave arrived at the gate-
way during a certain period of time. After the idle time

yime — g-time) has been computed to a rough level of

gateways. We show that the RED gateway algorithm ¢8Rt a tabtle lookup could be used to get the term
be implemented efficiently, with only a small number o 1 __wq)( e a-tme)/, which could itself be an approx-
add and shift instructions for each packet arrival. In addfnation by a power of two.

tion, the RED gateway algorithm is not tightly coupled to When a packet armives at the gateway and the average

packet forwarding and its computations do not have to BH€U€ Siz@wg exceeds the threshoidaz,, the arriving
made in the time-critical packet forwarding path. MucHack(_at is marke(_j: There is no recalculation of the packet—
of the work of the RED gateway algorithm, such as tfarking probability. However, when a_pa(_:ket arrives at
computation of the average queue size and of the packBf 9ateway and the average queue sizg is between
marking probabilityp;, could be performed in parallelthe two thresholdsnin;, andmaz, the initial packet-
with packet forwarding, or could be computed by the gatB12king probabilityp, is calculated as follows:

way as a lower-priority task as time permits. This means
that the RED gateway algorithm need not impair the gate-
way’s ability to process packets, and the RED gateway ai;

This section considers efficient implementations of RE

pp < Cyavg — Cy

gorithm can be adapted to increasingly-high-speed output C, = matyp _

lines. maxy, — Mingg,
If the RED gateway’s method of marking packets is to maz, ming,

set a congestion indication bit in the packet header, rather Cy = maTy, — Mg,

than dropping the arriving packet, then setting the co

gestion indication bit itself adds overhead to the gatewg e parametersiaz,, maxy,, andming, are fixed pa-

algorithm. However, because RED gateways are desigﬁ feters :jhat. are det((ajrr?lne(_j lndaSV?QC(z 'I'_hedvgluesdfor
to mark as few packets as possible, the overhead of %?:ﬁ” andmanyg, are e_ermmed y hteh esw_e it (()jufr|1 S
ting the congestion indication bit is kept to a minimu h Ihe average queue size, and might have limited Texi-

This is unlike DECbit gateways, for example, which s&t'% t‘l;he fixed parfamletemaizp, hot\.Ne\b':;’ could Iedats)ny
the congestion indication bit in every packet that arriv ﬁ;e 0 arange ot values. in particulai.r,, could be

at the gateway when the average queue size exceeds (i en SO that', is a power of tvyo. Thus,. the calcula-
threshold. tion of p, can be accomplished with one shift and one add

. instruction.
For every packet arrival at the gateway queue, the RE . . . .
yp 9 ya Inthe algorithm described in Section 4, whetn,;;, <

gateway calculates the average queue size. This can be i

implemented as follows: avg < mazy, & New pseudo-random numbR&ris com-
puted for each arriving packet, whelRe= Random|0, 1]

avg < avg + w, (¢ — avg) is from the uniform distribution on [0,1]. These random
numbers could be gotten from a table of random numbers

As long asw, is chosen as a (negative) power of tWastored in memory or could be computed fairly efficiently

this can be implemented with one shift and two additiopg, 5 32-bit computer [3]. In the algorithm described in

(given scaled versions of the parameters) [14]. Section 4, the arriving packet is marked if
Because the RED gateway computes the average queue
size at packet arrivals, rather than at fixed time intervals, R < py/(1 — count - py).
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If py is approximated by a negative power of two, then this
can be efficiently computed. Initialization:
It is possible to implement the RED gateway algo- avg < 0
rithm to use a new random number only once for every count < —1
marked packet, instead of using a new random number &t each packet arrival:

every packet that arrives at the gateway whein;, < cal cul ate the new average queue size avg:
avg < maz,. As Section 7 explains, when the average if the queue is nonenpty
gueue size is constant the number of packet arrivals after avg + avg + wy (¢ — avg)
a marked packet until the next packet is marked is a uni- el se using a table | ookup:
form random variable fronf1, 2, ...,|1/p,] }. Thus, if the avg + (1 — w,)time=a-time)/s gy, g
average queue Size was constant, then after each packetis f miny, < avg < mazyy,
marked the gateway could simply choose a value for the i ncrement count
uniform random variable? = Random|0, 1], and mark py < C1-avg — Cy
the n-th arriving packet ifn. > R/p,. Because the av- if count >0 and count > Approx[R/p]
erage queue size changes over time, we recompyite mark the arriving packet
each time thap, is recomputed. Ip, is approximated by count < 0
a negative power of two, then this can be computed using i f count=0 (choosing random nunber)
a shift instruction instead of a divide instruction. R < Random|0, 1]
Figure 17 gives the pseudocode for an efficient ver- el se if mazy < avg
sion of the RED gateway algorithm. This is just one sug- mark the arriving packet
gestion for an efficient version of the RED gateway algo- count - —1
rithm. Themostefficient way to implement this algorithm el se count < —1
depends, of course, on the gateway in question. when queue becomnes enpty

The memory requirements of the RED gateway algo- g¢-time < time
rithm are modest. Instead of keeping state for each active .
connection, the RED gateway requires a small number¥§W variables:
fixed and variable parameters for each output line. Thisis £ @ random nunber

not a burden on gateway memory. New fixed parameters: o _
s:  typical transnission tine

12 Further work and conclusions

Random Early Detection gateways are an effective mech- o .
anism for congestion avoidance at the gateway, in coop- Figure 17: Efficient algorithm for RED gateways.
eration with network transport protocols. If RED gate-

waysdrop packets when the average queue size exceeds-l-here are many areas for further research on RED

the ?a);]'mlijm threhshollgl,zgitherthan simply Tert]tlng Eli bllta% eways. The foremost open question involves deter-
packethea ers,t_ enTh' ga_teways g((j)ntro the ca Cg ing the optimum average queue size for maximizing
average queue size. This action provides an Upper boynd, 4ot and minimizing delay for various network con-

on thﬁ aver?)gg?ela%/ at thhe gateway. h figurations. This question is heavily dependent of the char-
) The proba | ity that t_ € REP gateway CNOOSES a PRYcterization of the network traffic as well as on the phys-
ticular connection to notify during congestion is roughl

onal to th ion’s sh ¢ the bandwid al characteristics of the network. Some work has been
proportional to that connection's share of the bandwidflye in this area for other congestion avoidance algorithms
at the gateway. This approach avoids a bias against buig?] but there are still many open questions
raffic at the gateway. For RED gateways, the rate atwhi One area for further research concerns traffic dynam-
the gateway marks packets depends on the level of ¢

- iding the alobal hronization th > with a mix of Drop Tail and RED gateways, as would
gestion, avoiding the global synchronization that resuls, i from partial deployment of RED gateways in the

from many connections decreasing their windows at t firrent internet. Another area for further research con-

same time. The RED gateway is a relatively simple galgs g the pehavior of the RED gateway machinery with

way algorithm that could be implemented in current neltr'ansport protocols other than TCP, including open- or
works or in high-speed networks of the future. The Ransed-Ioop rate-based protocols

gateway allows conscious design decisions to be madeAS mentioned in Section 10, the list of packets marked

altl)outtgle a\;]erage queue size and the maximum queue Bgﬁﬁe RED gateway could be used by the gateway to iden-
allowed at the gateway. tify connections that are receiving a large fraction of the
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bandwidth through the gateway. The gateway could ueferences

this information to give such connections lower priority at
the gateway. We leave this as an area for further researcHl]

We do not specify in this paper whether the queue size
should be measured in bytes or in packets. For networks
with a range of packet sizes at the congested gateway the
difference can be significant. This includes networks with 2]
two-way traffic where the queue at the congested gatewa);
contains large FTP packets, small TELNET packets, and
small control packets. For a network where the time re-
quired to transmit a packet is proportional to the size of [3]
the packet, and the gateway queue is measured in bytes,
the queue size reflects the delay in seconds for a packet
arriving at the gateway.

The RED gateway is not constrained to provide strict
FIFO service. For example, we have experimented with a4
version of RED gateways that provides priority service for
short control packets, reducing problems with compressed
ACKs.

By controlling the average queue sizeforethe gate- 5]
way queue overflows, RED gateways could be particularly
useful in networks where it is undesirable to drop packets
at the gateway. This would be the case, for example, in
running TCP transport protocols over cell-based networks
such as ATM. There are serious performance penalties fof6]
cell-based networks if a large number of cells are dropped
at the gateway; in this case it is possible that many of the
cells successfully transmitted belong to a packet in which
somecell was dropped at a gateway [30]. By providing
advance warning of incipient congestion, RED gatewaysm
can be useful in avoiding unnecessary packet or cell drops
at the gateway.

The simulations in this paper use gateways where there
is one output queue for each output line, as in most gaterg
ways in current networks. RED gateways could also be
used in routers with resource management where different
classeof traffic are treated differently and each class has
its own queue [6]. For example, in a router where inter- [9]
active (TELNET) traffic and bulk data (FTP) traffic are in
separate classes with separate queues (in order to give E%]
ority to the interactive traffic), each class could have a sep-
arate Random Early Detection queue. The general issue
of resource management at gateways will be addressed in
future papers. [11]
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A Appendix

In this section we give the statistical result used in Section
10 on identifying misbehaving users.

LetX;, 1 < j < n, be independent random variables,
let S be their sum, and leX = S/n.

Theorem 1 (Hoeffding, 1963)[12, p.15][13, p.104]: Let
X1, Xs,..., X, be independent, and l6t< X; < 1 for
all X;. Thenfor0 <t <1- E[X],

Prob|X > E[X] +1] 4)

M pn+t 1_'u 1—p—t
p+t 1—p—t

672nt2 .

n

IN

IN

o

Let X, ; be anindicator random variable that is 1 if the
jth marked packet is from connectionand 0 otherwise.

Then .
Sim=Y_ Xij.
j=1

From Theorem 1,
Prob(Sin >pin+tn) < e 2nt’
for0 <t <1-p;. Thus

Prob(S;n, > cpin) < e—2n(c—1)"p;

forl1 <c<1/p;.

22



